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Abstract

Although the ant metaphor has been successfully applied
to routing of data packets both in wireless and fixed net-
works, little is yet known about its applicability to the task
of query routing in peer-to-peer environments. This work
presents SemAnt, an algorithm for distributed query routing
based on the Ant Colony Optimization meta-heuristic. The
experimental results show that the algorithm produces ro-
bust results and converges fast. Based on the results gained
so far, the goal for the Ph.D. thesis is to extend the algorithm
to include strategies for self-adaptation to volatile networks
where nodes may leave or join at any time.

1 Introduction

Ant algorithms are inspired by the collective foraging
behavior of specific ant species which use a chemical sub-
stance called pheromone for indirect communication. Sum-
marized by a meta-heuristic calledAnt Colony Optimiza-
tion [8], several algorithms exist that model and exploit this
behavior for solving graph-based NP-hard combinatorial
optimization problems, e.g., the traveling salesman prob-
lem. Similarities between the self-organizing behavior of
ant colonies and self-organization in peer-to-peer networks
have already been observed in [3]. Since they do not require
any global knowledge about the network, ant algorithms are
qualified for peer-to-peer networks.

The research question to be answered in this thesis is:
”To which extent are ant algorithms feasible for the task of
content-based query routing in peer-to-peer networks?”In
particular, one aspect that did not yet receive a lot of at-
tention in the research community is that of the inherent
dynamics of peer-to-peer networks: changes in the content
repositories occur frequently, and peers can join or leave at
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any time (churn). The goal of the thesis is to deliver an algo-
rithm that includes strategies to cope with these dynamics.

The paper is organized as follows: Section 1.1 introduces
ant-based methods, with a focus on those for routing. Re-
lated work is described in Section 1.2. Section 2 specifies
SemAnt, the proposed ant algorithm, and Section 3 shows
experimental results indicating its performance. Section 4
presents plans for future work.

1.1 Ant-based algorithms for routing

In ant algorithms, after initializing each edge of the prob-
lem graph with a small amount of pheromone and defining
each ant’s starting node, a small number of ants runs for a
large number of iterations. For every iteration, each ant de-
termines a path through the graph from its starting to its des-
tination node by applying a so-calledrandom proportional
transition rule at each decision point. This rule decides,
based on the specific edge’s amount of pheromone and cost,
which one of all possible next nodes to choose. When the
ant arrives at the destination node, the total costs of the
newly found solution are calculated. After all ants have
found a solution, thepheromone trail update ruleis applied
for each edge which is part of the solution. The amount of
newly dropped pheromone depends on the quality of the
solution. Additionally, some pheromone evaporates in each
iteration according to an evaporation factor.

A dedicated subset of ant-based algorithms was specifi-
cally designed for managing routing tables in IP networks.
The most prominent variant of ant algorithms for routing is
AntNet[5]. In AntNet, ants collaborate in building routing
tables that adapt to current traffic in the network with the
aim of optimizing the performance of the entire network.
The network is mapped on a directed weighted graph with
N nodes. Each node manages a routing table that stores
information about the outgoing links and their amount of
pheromone. The edges of the graph are the links between
nodes and are viewed as bit pipes having a certain cost –
bandwidth and transmission delay – that depends on the



current load of this link. The routing tables are matrices
of sizeN × l, wherel is the number of outgoing links. At
startup, all routing tables are initialized with a uniform dis-
tribution of all reachable nodes. At regular intervals, each
node generates a so-called forward ant that builds a path to
a randomly selected destination node by applying a transi-
tion rule at each node in order to decide – based on link
costs and pheromone amounts – which outgoing link to fol-
low. When a forward antFsd launched at a source nodeNs

has reached its destination nodeNd and calculates the total
costs of the solution, it cannot update the pheromone trails
directly. Since each node stores routing information locally,
it has to generate a backward antBds that will return to
nodeNs through the same path that was used by the for-
ward ant. The backward ant is responsible for updating the
pheromone trail according to the information gathered by
the forward ant by altering the routing table of each visited
node. The backward ants update all entries corresponding
to destination nodeNd. For preventing cycles, each for-
ward antFsd manages a stack of nodes already visited. An
evaporation feature is not included in the algorithm.

1.2 Related work

Since ant-based methods are not applicable to structured
networks, the focus of the literature review lies on unstruc-
tured networks. It includes previous attempts to apply ant-
based methods to query routing in peer-to-peer networks.

Many approaches to query routing in unstructured peer-
to-peer networks [1] exist. The simplest technique is broad-
casting, where a query is recursively forwarded to all reach-
able neighbor nodes. Since broadcasting consumes a high
amount of resources, Yang and Garcia-Molina [20] were
among the first to suggest that a peer should rely on statisti-
cal information about its neighbors – such as the number of
results received in the past – together with simple heuristics
to make an intelligent guess which one is the best to send a
query to. Their approach considers only the first hop of each
query, and uses broadcast for the other hops. Other meth-
ods consider all hops and try to predict based on a query’s
keywords which node is capable of answering it, again by
exploiting locally indexed information about user queries
in the past. Joseph and Hoshiai coin the termreputation
learning for these techniques [12]. The basic premise be-
hind reputation learning, which was first published by Co-
hen et al. [6], is that peers that would have been able to
satisfy previous queries are more likely candidates to an-
swer a current query which is similar. Another premise,
namelyinterest-based locality[18] is that peers which share
a certain resource are more likely to be able to answer each
other’s queries because they have at least one common in-
terest. For peer selection, functions that rank the informa-
tion in the index according to its relevance to the query are

used in order to select the node that is most likely to contain
content that satisfies the query. The ranking functions are
based on probabilistic models like inInfobeacons[7], so-
cial metaphors like inREMINDIN’ [19], or on information
retrieval techniques like in [13].

The most comprehensive source of information about the
applicability of biological processes to distributed environ-
ments is provided by Babaoglu et al. in [3], including a
discussion of ant-based methods in context and an attempt
to apply the biological process of proliferation to search
in unstructured overlay networks.Anthill [4] is a Java-
based open source framework for the design, implementa-
tion, and evaluation of ant algorithms in peer-to-peer net-
works. Although for demonstration purposes Anthill was
used to build a file-sharing application calledGnutant, the
projects focuses on the development of the framework and
not on the algorithm itself.

2 Description of the SemAnt algorithm

The application scenario for the algorithm is that of a
distributed search engine where each peer (1) manages a
repository of documents and offers its content to the other
peers, and (2) each peer performs keyword-based searches
based on meta-data [12]. The network must be indepen-
dently optimized for each possible keyword by employing
multiple pheromone types [17]. To restrict the maximum
number of pheromone types, the document meta-data vo-
cabulary is constrained to a controlled vocabulary, e.g, the
concepts of a taxonomy or an ontology. Each document can
be an instance of one or more concepts. A queryQ can con-
sist of one or more keywordsc1, ..., cn. Multiple keywords
are connected using the boolean operatorOR. A document is
an appropriate result for a given queryQ if it is an instance
of one of the conceptsc1, ..., cn.

At each peerPi, pheromone trails are maintained in a
tableτ of sizeC × n, whereC is the size of the controlled
vocabulary andn is the number of peerPi’s outgoing links
to neighbor peersPu whereu ∈ {1, ..., n}. Eachτcu stores
the amount of pheromone typec dropped at the link from
peerPi to peerPu, for each conceptc and each neighbor
peerPu. At startup, all table entries are initialized with the
same small valueτinit.

SemAntadopts theAntNetstrategy of forward ants and
backward ants for supporting distributed problems, and its
strategy for preventing cycles. The difference is that – in-
stead of sending out forward ants at regular intervals – we
create a forward ant for each query that occurs in the net-
work. This ant is responsible for answering the query. A
time-to-live (TTL) parameterTmax is used to prevent for-
ward ants from running infinitely. If a forward ant arrives
at a peer that stores documents satisfying the query, it cre-
ates a backward ant. Consequently, if a backward ant was



created, it will arrive at the querying peer within a time
interval of 2 ∗ Tmax. If it does not, then there is no re-
sult for the query. After the first backward ant is created,
there are two possibilities: Either the forward ant termi-
nates its travel, or it continues it until the maximum TTL
is reached. The idea behind the latter approach is that if
forward ants are allowed to go on after they found the first
result node, they can increase the absolute number of docu-
ments found by detecting other result nodes and generating
multiple backward ants. For describing the implications of
these two possibilities, we introduce the following metrics:
Resource usageis defined as the number of links traveled
for each query, andhit rate is defined as the number of doc-
uments found for each query. If the ants are terminated after
they found the first result, the resource usage is minimized,
but the hit rate increases only slightly. In the other case,
where the ants use the maximum TTL, the hit rate is maxi-
mized, but the resource usage decreases only slightly. Our
experiments show that terminating the forward ant after it
has found the first result leads to a lower number of hops
traveled for retrieving one document and thus increases the
overall performance of the network. The reason for that is
that if the the ants go on, they tend to stay in the neighbor-
hood of the node they already found, since the pheromone
trails indicate that there is an appropriate node nearby. Nev-
ertheless, it is also reasonable to let the ants use the max-
imum TTL, because in this case the number of documents
found for a single query is higher. This impact is of benefit
for the individual users of the system.

As described above,AntNetnatively accounts for differ-
ent links costs in terms of a link’s bandwidth and latency.
This feature could be easily transferred toSemAnt. How-
ever, the difficulty lies in evaluating its usefulness. The yet
unsolved problems are (1) to find adequate network test data
that includes the cost of all links and (2) to find an appropri-
ate method for comparison, since we are not aware of any
other approach that takes link costs into account.

The ant algorithm’s routing strategy is defined by its
transition rule. An adapted version ofAnt Colony System’s
transition rule [9] is used. This rule consists of two strate-
gies that complement each other. Based on probabilityws,
each forward antFQ decides if it applies theexploitingor
theexploringstrategy. In the exploiting strategy, the link to
the best neighbor peerPj with the highest quality is selected
by applying the following formula:

j = arg maxu∈U∧u/∈S(F Q) [τcu] , (1)

whereU is the set of neighbor peers ofPi, andS(FQ) is
the set of peers already visited byFQ.

The exploring strategy encourages the forward ants to
discover new paths. In caseFQ utilizes the exploring strat-
egy, the transition rule shown in (2) and (3) is applied for
each neighbor peerPj . The first step is to derive a good-

ness valuepj for each neighbor peerPj not already visited.
In the second step, an adapted version of the roulette wheel
selection is applied technique [10] for selecting peers: Each
pj is separatelyplaced on the continuum between0 and
1, and for eachpj a random valueq is calculated for de-
ciding whetherPj should be selected. This strategy allows
more than one peer to be selected to account for the fact that
there are multiple possible destination peers which contain
answers for a query. To ensure that at least one peer will
be selected,SemAntfalls back to the exploiting strategy in
case the exploring strategy does not to select any peer.

pj =
τcj∑

u∈U∧u/∈S(F Q) τcu
(2)

and

GOTOj =
{

1 if q ≤ pj ∧ j ∈ U ∧ j /∈ S(FQ)
0 else

, (3)

whereq is a random value,q ∈ [0, 1], and
∑

pj = 1. In
case ofGOTOj = 1, FQ sends a clone of itself to peerPj .

If a forward ant arrives at a certain peerPD storing ap-
propriate result documentsD, it generates a backward ant
and supplies it withD and with a copy of the stack that
contains all visited peersS(FQ). The backward ant calcu-
lates the sum of all entries inS(FQ) to get the total num-
ber of hopsTD for the path from the querying peerPQ to
peerPD, and travels back hop-by-hop according to the in-
formation stored inS(FQ) until it arrives at peerPQ. At
each intermediate peer, the backward ant drops pheromone
on the link previously selected by the forward ant. The
pheromone update rule is adopted from [9] and defined as
shown in (4) and (5). The amount of pheromone depends
on the goodness of the path. The goodness is determined by
comparing the number of documents found and the length
of the path to optimal values. As shown in (5), the val-
ues for the optimal solution are set to12 · Tmax for the
path length andDopt for the number of documents. Param-
eterwd weights the influence of document quantities and
path lengths.

τcj ← τcj + Z, (4)

where

Z = wd ·
|D|
Dopt

+ (1− wd) ·
Tmax

2 · TD
(5)

Each peer applies the evaporation rule shown in (6) in a
predefined intervalte for each link to neighbor peerPu

and each conceptc, where the amount of evaporating
pheromone is controlled by parameterρ ∈ [0, 1].

τcu ← (1− ρ) · τcu (6)
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Figure 1. Hit rate

3 Simulation and results

SemAntis evaluated by simulating a peer-to-peer system
with 1024 peers and by comparing its performance against
that of the well-knownk-random walker [15] approach. In
this experiment, a static network topology and document
distribution is assumed. The system supports cooperation
between computer scientists by sharing documents. In or-
der to choose a realistic model for social networks, a small
world network [14] with a clustering coefficient of 2 is used.
Content is modeled with the ACM Computing Classifica-
tion System [2] taxonomy. Each document is an instance of
a certain leaf concept. In total, ACM CCS contains 910 leaf
concepts. To represent each research topic equally, we cre-
ate the same number of documents for each leaf concept.
We create 34 documents per concept and thus get 30940
documents in total. This is a rather small setup, but suf-
ficient for our purposes. For the document distribution, a
model similar to [19] is used. Each peer is an expert on
a certain topic and therefore 60% of its documents are in-
stances of one particular research area. 20% of its docu-
ments are related to another research area. The remaining
documents are instances of random leaf concepts. Research
areas are modeled by the third-level concepts of the taxon-
omy. The distribution of documents among the peers fol-
lows a bell curve with a mean of 29.6 and a standard devia-
tion of 12.15. For uniform distribution of queries within the
network, a ticker clock at each peer is used. The probability
that a peer issues a query within one time unit is set to 0.1.
A query consists of a randomly selected leaf concept.

The optimal values for the configurable parameters of
SemAntare mostly dependent on the network topology used
and on the content distribution within the network. A first
study of the impact of different content distributions on the
overall performance of the system can be found in [16].
It is planned to investigate this issue in more detail with
the goal of finding a method for determining the optimal
parameter settings at runtime. The experiments conducted
so far revealed that resource usage is highly dependent on
weight ws. The more ants employ the exploring strategy,
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Figure 2. Resource usage

the more traffic occurs in the network, but not necessarily
leading to proportionally better hit rates. In the experiment
described here, the best trade-off between resource usage
and hit rate can be observed when setting parameterws =
0.85. The other parameter values were chosen as follows:
ρ = 0.07,Tmax = 25, Dmax = 10, wd = 0.5. To provide
for comparison fairness, the time-to-live parameter ofk-
random walker is also set to 25, andk is set to 2.

The metrics used for evaluation areresource usagede-
fined as the number of links traveled for each query, and
hit ratedefined as the number of documents found for each
query. In this experiment, the forward ants use the maxi-
mum TTL, thus maximizing hit rate (see Fig. 1). The results
of the resource usage comparison betweenSemAntandk-
random walker are shown in Fig. 2. These numbers include
both forward and backward ants/agents. The performance
of k-random walker stays constant with on avg. 59.27 links
traveled by the agents for finding on avg. 1.49 result docu-
ments. On the contrary,SemAntincreases its performance.
The algorithm converges quite fast and reaches its optimal
performance after 2000 time units. The hit rate increases
to 3.95 documents per query, and resource usage decreases
to 54.04 links traveled. From time unit 2000 to 10000, the
hit rate stays nearly constant while the resource usage de-
creases slightly and declines to 53.02 links per query at time
unit 10000.

4 Future work

In the experimental evaluation described above, a static
network topology and document distribution was assumed.
In the next step, we want to evaluate and improve the per-
formance of the algorithm in a dynamic setting in which
new peers are joining the network, peers are leaving, and
peers add or remove documents from their repositories. In
these cases, it is necessary to adapt the pheromone trails
in order to reflect these changes. To correct the amount of
pheromone, theη-strategy proposed by Guntsch and Mid-
dendorf [11] will be investigated. According to this strat-
egy, the closer a link is to a joining or leaving node, the



higher the amount of pheromone which is removed from it.
This increases the influence of new links, and thus encour-
ages the ants to use the new paths. In the originalη-strategy,
the measurement of closeness is based on the link costs. We
will test a simplified version and measure closeness in num-
ber of hops. Next to theη-strategy, other possibilities for
bootstrapping the pheromone trails of newly joined peers
are either to copy pheromone information from neighbor
peers, or to create artificial queries at the newly joined peer.

5 Conclusion

This paper proposedSemAnt, a novel algorithm based on
the Ant Colony Optimization meta-heuristic designed for
the task of query routing in peer-to-peer networks. InSem-
Ant, ants cooperate in creating pheromone trails – proba-
bilistic overlay networks – that indicate the most promising
path for a given query. The more popular a query, the bet-
ter its trail is optimized. Our first experimental results show
that the algorithm converges fast, and that its performance is
acceptable with the great benefit of being stable and robust.

The vision for the Ph.D. thesis is to build a self-repairing
network that can adjust itself to network churn. There are
several reasons to be confident that our approach is suitable
for the inherent dynamics of peer-to-peer network. First,
the evaporation feature is built-in by nature and automati-
cally helps to remove outdated trails. Second, since content
is not replicated or relocated in our approach, it is com-
paratively easier to design a strategy for coping with churn.
Third and finally, the pheromone trails build a global map of
the content distribution in the network which can be adapted
according to changes in network topology and content dis-
tribution.
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